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Introduction – ORNL Possesses Significant 
Scientific Computing Resources

● Software development is centralized & distributed activity
■ Scientific computing R&D conducted by computing SME’s

► Basic & applied
■ Specialized discipline-specific software developed by non-

computing SME’s
► 2000 professional staff - 75 Groups with R&D focus 

areas that cover spectrum of DOE/ORNL research
● Significant supercomputing resources

■ ORNL leading collaboration to develop National Leadership 
Computing Facility

● UT-Battelle management partnership explicitly includes seven 
core universities
■ Further expands pool of analysis expertise & computing 

resources

● Briefly summarize M&S capabilities with emphasis on 
applied scientific computing
■ Institutional background 

► Organizational  structures & computing focus
■ Capabilities overview

► M&S focus areas & example applications
► Focus on analysis of complex systems

■ Supplemental information: selected presentations & 
publications
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CS&M Basic Hardware R&D:
High-performance Computing,

Data-Storage, & Network Subsystems
● Focused on providing large-scale unclassified collaborative 

computing environments
■ Phoenix: Cray X1 with 512 multi-streaming vector 

processors & 1 TB of globally addressable memory 
■ Ram: 256-processor, 2-node SGI Altix & total of 2 TB of 

system memory 
■ Cheetah: 27-node IBM p690 system
■ Eagle: 184-node IBM RS/6000 SP with 2.5 TB of SSA disk 

attached 
● Leading partnership to develop National Leadership Computing 

Facility
■ 100 teraflops-2006; 250 teraflops-2007; 1 petaflop-2008

● Southern Crossroads 300,000 GB/s high-speed data-transfer 
network between ORNL & Georgia Tech



CS&M Basic R&D: Analysis 
Software for Grand Challenge Needs
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CSED Applied Computing R&D: Numerical 
Solutions for Wide Range of Scientific, 
Engineering, Operational Applications 
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MSG’s Focus is
Computational Physics & Engineering 
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Analysis of Complex Systems

● Maintain M&S expertise in several focus areas

Focusing on acquiring physical insight across 
multiple disciplines & system granularities permits 
MSG to support wide range of programmatic goals:

Process/System/SoS Characterization
Design Optimization & Uncertainty Studies

Technology Insertion
Requirements Definition

Life-cycle Cost & Cost/Risk Benefit
Regulatory Effects

Operations Research



MSG’s M&S Focus Areas Include 
Phenomena, Processes, Systems

● Three categories organized by scientific & numerical physics
■ Physics/science-based modeling

► Computational mechanics: Fluid dynamics, heat 
conduction, structures & fracture mechanics

► Computational physics: fusion-plasma & electrical-
transmission simulation

► Biomedical simulation
► Environmental & meteorological modeling

■ Systems simulation 
► Engineering-systems (ES)
► Facility vulnerability

■ Complex systems
► System-of-systems (SoS)
► Chaotic time-serial data
► Human cognition: cognitive behaviors/states
► Distributed software agents
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SoS Simulation - General-purpose Hybrid-
DES Software: COMPASS

OPTQUEST GENETIC 
OPTIMIZATION SOFTWARE

PROOF 2D 
ANIMATION 
SOFTWARE

Advanced 
Results 

Visualization

Subsystem 
Performance & 

Results 
Aggregation

Dynamic 
Event-

Simulation 
Software

Event 
Schedules & 
Supporting 

Data

Scenario 
Encoding 

Analysis 
Scenario 
Definition

InterpretationCognitive Load

InterpretationCognitive Load

InterpretationCognitive Load

DES-
EXPERIENCED 

ANALYSIS STAFF

DEFINE SoS- & 
MISSION-SPECIFIC 

EVENTS & 
CONDITIONAL 

LOGIC 

DES-
EXPERIENCED 

ANALYSIS 
STAFF

ACQUISITION OF 
PHYSICAL 
INSIGHT

ARENA, 
MICROSAINT,

EXTEND,
CSIM



SoS Simulation - COMPASS Examined 
Notional FCS Platform Ultrareliability
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SoS Simulation - General-purpose Object-
oriented Hybrid-DES: ADEVS

● ADEVS is general purpose simulation toolkit
■ Parallel implementation DEVS modeling 

framework
■ Can accommodate SoS with discrete 

event, continuous, hybrid elements
● User community includes

■ Raytheon Missile Systems, Northrop 
Grumman Information Technology, Joint 
Interoperability Test Command, Deacon 
University, University of Corsica, Arizona 
Center for Integrative M&S

● Applications include
■ Forest fires, Force on force engagements, 

Valley fever spore dispersion, 
Manufacturing systems, Tactical 
communications networks (Link-11 & 
Link-16 MAC protocols

Visualization of simulated 
forest fire on Corsica
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● Permits intelligent massively 
on/off-line virtual simulations
■ Situational awareness
■ Operational planning
■ Equipment R&D

● Merges ORNL physics-based 
software with commercial 
gaming technology & computer 
graphics
■ UNREAL engine by EPIC
■ Half-life Distributed Interactive 

Simulation (HLDis)
► Source engine by VALVE

■ GIS rapid terrain generation

SoS Simulation - General-purpose
Virtual Reality Simulations: VTRN

MSG is developing the VTRN 
software suite as a low-cost 

alternative to expensive real-life 
simulations 



SoS Simulation - Network Design:
Complex Information-dependent Networks
● Network operation & 

environmental phenomena 
are complex – need to 
evaluate sensor network 
designs in full context
■ Architecture, nodes, 

sensor sampling, data 
fusion, tracking

● Future Combat System
● Real-time Cyber Security 

Situational Awareness 
● Critical Infrastructure
● Homeland Security
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SoS Simulation - Network Design: Wave 
Propagation Models

● Fast 2D/3D wave propagation models for wireless network 
simulations
■ Variation of Transmission Line Matrix methodology –

focuses on wave front, most efficient for urban areas



SoS Simulation - Network Design:
Communications Subsystems

● Discrete event simulation of Link-11/SIMPLE Gateway
■ Emulates a Link-11 data terminal set with medium access 

control protocol

Schematic illustration of ADEVS model 
that emulates a LINK-11 data terminal set.  
Currently supporting distributed testing of 

tactical communications equipment



SoS Simulation - Network Design: Algorithms 
for  Parallel & Distributed Simulations

● Expertise developing HLA-
compliant high-performance 
distributed runtime 
infrastructures (RTI)
■ FDK: source-available RTI 

implementation
■ libSynk: library for time-

synchronized 
communication on 
distributed memory 
platforms

■ sik: novel simulation 
“micro-kernel” unifying 
existing virtual/simulation 
time-synchronization 
techniques
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MSG conducted the largest & fastest 
packet-level network simulation to date 

using the pdns software package thereby 
establishing the feasibility of real-time 

simulation of thousands of network 
nodes



Processing of Chaotic Time-serial Data
● MSG develops non-linear capabilities to analyze  chaotic 

problem-specific non-linear time-serial data
■ Industrial & medical applications

● These software tools utilize physics-specific mathematical 
models such as
■ Phase-space analysis
■ Higher-order spectral analysis 
■ Bayesian parameter estimation
■ Principal component analysis & wavelets

● Can accommodate variety of data sources including 
■ Acoustic
■ Mechanical accelerations & forces
■ Electrical & electromagnetic signals



Time Serial Data:
Industrial Event Forewarning

● Components & subsystems
■ Current/voltage, 

acceleration, mechanical 
forces, acoustic data

● Fatigue crack failure in 
structures
■ Monitors load & strain-rate 

data to determine changes 
in energy absorption
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Time Serial Data:
Industrial Event Forewarning

Fitted damped chirp model and observed data.

Likely damped chirps at 14 gpm in narrowband data.

Several cavitation events at 30 gpm.

Bispectrum Magnitude Plots
New & Worn 757/767 Generator 

Gears



Time Serial Data:
Medical Diagnosis & Event Forewarning

Forewarning

EEG data describing epileptic seizure

Phase Space PS Distribution Function

Epileptic seizure event

Inhalation

Exhalation

Inspriatory
Crackles

Normal Preseizure

MSG classified pulmonary fibrosis 
using inspiratory crackles & higher 

order spectral analysis



Human Cognition
● Modeling of human cognitive states & decision-making processes

MSG simulated human-
equipment interaction to 

understand trust-in-
automation issues for US 
Army’s Future Combat 

System

MSG proposes to utilize 
sensor agents to study 

network centric 
deceptive reasoning 

environment

Total Time
MSG coupled network 

& human-factors 
models to study combat 
identification latency



Distributed Software Agents for 
Complex Process Management

Multi-Agent Decision Making Collective
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Understands & executes physics-
based models of process being 

controlled
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Understands environmental 
interactions of process being 

controlled

Understands its local 
functionality & its effect on 

global process

Provides expert decision-making 
assistance to other agents

Global 
Decisions

Collaborating software agents produce a 
collective decision-making intelligence by 
utilizing consistent application-specific set 

of languages, ontology's, interaction 
protocols, definitions for complex behavior, 

data-security protocols  
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Distributed Software Agents for 
Complex Process Management

● Methodology is extremely flexible –
potential applications include
■ Measurement & control system that 

considers process & business inputs -
then manages to optimize productivity, 
economic viability, safety, operational 
life of entire process

■ Management system for net-centric 
information grids that dynamically 
controls configuration & operation to 
provide reliable operation regardless 
of traffic or equipment health

■ Anticipatory diagnostics & prognostic 
systems that consider real-
time/historical data to determine 
equipment health then defines 
operating conditions to delay 
anticipated failures & permit continued 
near-term operation
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Functionality-specific DSA’s are
Integrated to obtain AD&P System

Widely dispersed real-time sensor 
grids & historical data sources

Data acquisition & 
Network management

Cognitive thought processes to 
manage system & make service 

recommendations
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Intelligent health assessment provides more 
effective metric for determining operational 

readiness than useful remaining life

NOT . . . . what is your health?
BUT . . . . based on your assessment of your 
health, can you meet all or part of pending 
operational requirements & if so over what 

period of time & at what cost?



Summary – CSED is ORNL’s Source For State-
of-the-art Applied Scientific Computing

● General purpose capabilities & staff scientific expertise enable
extremely broad problem-solving scope
■ Individual or coupled scientific disciplines
■ Various levels of scientific & numerical granularity
■ Component, subsystem, engineering systems, system-of-

systems focus
■ Scientific, operational, economic, deterministic, probabilistic,

optimal figures-of-merit
■ Standalone or coupled with customer’s existing software

● Emphasis on acquiring physical insight across multiple 
disciplines & system granularities permits support for technical
& programmatic decision making across complete life cycle 
■ R&D, Requirements Definition, Operations Research, Design 

Trade Studies, LVC Training, Technology Insertion



Summary – Ability to Simulate Complex Systems for 
Range of Physical/Numerical Granularities Enables 

Prediction of Emergent Behaviors 
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Contact Information
● Primary MSG contacts

David M. Hetrick, Group Leader
Modeling & Simulation Group
Oak Ridge National Laboratory
P.O. Box 2008, Oak Ridge, TN 37831-6085
Phone/FAX/Email: (865)576-7556/576-0003/hetrickdm@ornl.gov

Michael J. Taylor
Modeling & Simulation Group
Oak Ridge National Laboratory
P.O. Box 2008, Oak Ridge, TN 37831-6085
Phone/FAX/Email: (865)576-0055/576-0003/taylormj@ornl.gov

● http://computing.ornl.gov/cse_home/cms/cmshome.shtml
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ORNL is DOE’s Largest 
Multipurpose Science Laboratory

● 3,800/3,000 Staff/Visitors 
● $896 million budget
● Core competencies include

■ Energy production
■ Biological & environmental 

science
■ Advanced materials
■ Neutron-based science
■ Arms control & nonproliferation
■ Advanced computing

► Developing one of the 
nation’s most powerful 
unclassified computing 
facilities



The University of Tennessee
Knoxville, Tennessee

Battelle
Columbus, Ohio

ORNL is Managed & Operated
by UT-Battelle



● Science and technology committeeUT-Battelle Board

● Programs driven 
by principal investigators

● Strategically directed partnerships 
(e.g., in nanoscience, high-end 
computing, homeland security)

Joint hiring

● Heavy ion research
● Neutron sciences
● Biological sciences
● Computational sciences

Oak Ridge Center for 
Advanced Studies

Collaborative 
research

● Distinguished scientists with UT
● Joint faculty with partner universities

Joint 
institutes

● 21st century policy center
● Focused on complex

interdisciplinary problems

Our University Collaborations 
Take Many Forms



CSED Groups Focus on
Applied Scientific Computing

Modeling & Simulation

D. M. Hetrick, Group Leader

COMPUTATIONAL SCIENCES & ENGINEERING DIVISION
Brian A. Worley, Director

Applied Software Engineering 
Research

T. E. Potok, Group Leader

Geographic Information 
Science & Technology

B. L. Bhaduri, Group Leader

Data Systems Sciences & 
Engineering

R. W. Reid, Group Leader

Cyber Security & Information 
Infrastructure Research

J. P. Trien, Group Leader

ORNL/UT Center for 
Musculoskeletal Research

R.D. Komistek, Director

SensorNet Program

F. A. DeNap, Manager



Basic & Applied Relate to
Computational Scope - Not Scientific Rigor

Basic Computational R&D Applied Computational R&D

Develop Next-Generation 
Computing Hardware & 

Numerical Methods 
Develop Problem Solutions 

Using State-of-the-Art 
Numerical Methods

Relatively Few Broadly  
Focused DOE Programs

Relatively Many Narrowly 
Focused ORNL/WFO 

Researchers
Focus on Numerical 

Aspects of Grand 
Challenge Problems

Focus on Physical Insight 
into Diverse Non-Computing 

Applications
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MSG Specializes in Multi-disciplined 
Applied Scientific Computing

● Collaborate with customer’s  SME’s to integrate basic sciences 
& appropriate numerical methods with problem physics – driven 
by acquisition of physical insight

NUMERICAL 
METHODS
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MSG Staff Posses
Scientific & Numerical Expertise

● Wide range of scientific 
disciplines – 90% have 
advanced degrees & average 
of 20+ years modeling
experience
■ Engineering, Engineering 

Science & Mechanics
► Mechanical, chemical, 

nuclear, biomedical
■ Physics
■ Math, Statistics, Computer 

Science
■ Geophysics & Geography
■ Experimental Psychology

● Proficient with discipline-
specific numerical methods
■ Approximate methods for 

physical phenomena 
described by nonlinear PDEs
► Finite & boundary 

elements
■ System functionality 

described by object states & 
conditional logic
► Discrete-event & agent-

based simulations
■ Complex systems described 

by nonlinear time-serial data
► Specialized techniques
► Adaptive techniques



MSG Possesses Significant
Focus-area Computing Resources

● Cumulative problem solving 
activities have resulted in 
library of high quality 
analysis software
■ In-house, public domain, 

commercial
■ Range of granularities

► General-purpose tools
► Specialized focus-

area codes
● Institutional capabilities 

extend problem solving 
scope
■ Non-computing SME’s
■ Experimental facilities

● Institutional & Group-level 
computing hardware
■ High-end PC, UNIX

► Single & multiple 
processors

■ High-performance 
machines
► Parallel mainframes
► Virtual parallel UNIX

● JICS provides university 
affiliations to expand analysis 
expertise & computing 
resources


